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Summary: In this paper we characterize measurable information measures depending upon two probability distributions in a unified manner in order to get most of the existing information measures. Moreover, it turns out that our characterization contains new, unexpected information measures.
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